Despite various tools and systems that can monitor complex engineering environments, bad things still happen regularly in all types of engineering industries. An intelligent system designed to monitor certain indicators, regardless of engineering industry, that might predict catastrophes would ultimately reduce the potential for loss of human life and property.

In this article, 10 catastrophes were researched to identify their root causes and the various root cause combinations. These documented catastrophes covered a broad spectrum of engineering including oil, gas, nuclear, rail, air and space. The root causes identified in the investigation reports were grouped under 10 trait headings and their efficacy was tested using a qualitative fault tree of a credible catastrophic failure scenario. Each trait was adjusted to signify various levels of failure and fed into the prototype system representing the fault tree.

While near real-time monitoring and trend analysis was investigated and shown to support an intelligent system that might predict catastrophe, one of the surprising additional results from the research was highlighting the need to standardize the approach to investigative reports and audits of existing systems. Reporting in the same “technical language” and looking for specific condition levels for each of the traits could provide a true picture of asset condition and the required funding prioritization, as well as assisting the dissemination of findings to all engineering industries.

Introduction

Previous work [Ref. 1] highlighted several possible areas to investigate further, specifically the design and use of an intelligent monitoring system based on the measurement of common traits associated with catastrophes [Ref. 2].

Despite various tools and systems that can monitor complex engineering environments, bad things happen regularly in all types of engineering industries. An intelligent system that could monitor certain indicators no matter the complexity of the engineering industry, and could predict the potential situations that may lead to catastrophic mishaps, and could reduce loss of human life and property.

Ten high-profile catastrophes were researched to identify their root causes and the various root cause combinations. These catastrophes encompassed a broad spectrum of engineering fields including oil, gas, nuclear, rail, air and space. The results demonstrated that each of the catastrophic mishaps was attributed to a combination of several minor failures. There were no examples of catastrophes occurring due to single-point failures.

The research set out to capture all the failure types and to simplify the list into a manageable number that could be readily monitored in any engineering industry.

The intelligent system was tested using a relatively simple fault tree representing a plausible catastrophic mishap in a maritime infrastructure environment. This led to some surprising results and byproducts to the initial research intention.

The choice of catastrophic disasters included five from the oil and gas industry and five disparate disasters. All of the disasters were well defined and fully investigated, providing the appropriate level of detail for the research. The choice consisted of:

- BP Texas City [Ref. 3]
- Piper Alpha [Ref. 4]
- Buncefield [Ref. 5]
- Texaco Refinery [Ref. 6]
- BP Deepwater Horizon [Ref. 7]
- Bhopal [Ref. 8]
- Chernobyl [Ref. 9]
- Challenger [Ref. 10]
- Royal Air Force Nimrod XV230 [Ref. 11]
- King’s Cross Underground Fire [Ref. 12]
The development and testing of an intelligent monitoring system involved three main phases: the identification of common trait headings that would be applicable to all mishaps, the testing of a design based on a suitable root cause analysis tool, and various methods that could be used to provide a rudimentary predictive capability.

**Common Traits**
The identification of common traits attributable to catastrophes involved the selection and research of the 10 catastrophic mishap investigation reports to identify the various root cause categories and combinations that led to each disaster. A total of 21 common root causes, occurring in various combinations, were associated with the 10 disasters. When these results were compared with the findings of research undertaken by the U.K. Health and Safety Executive (HSE) into 36 U.K. and international mishap case studies [Ref. 13], a total of 56 root cause headings were identified. In order to set up a monitoring system to measure these root causes, the number of headings had to be reduced to a manageable size. This was achieved using six headings already identified by the HSE in HSG 254 - Developing Process Safety Indicators document as high-risk areas [Ref. 14], and four additional engineering management headings that summarized the remaining ungrouped failure types. This resulted in a total of 10 trait headings:

- **HSG254 Headings:**
  - Plant change
  - Inspections and maintenance
  - Staff competence
  - Operating procedures
  - Emergency arrangement procedures
  - Permits to work

- **Engineering Management Headings:**
  - Safety management systems
  - Maintaining design intent
  - Product safety hazards
  - Finance

The grouping considered the full investigation description of each root cause rather than just the root cause title, due to some identified ambiguities and the initial 56 root causes were grouped under the 10 trait headings [Figure 1]. The full justification for the grouping of traits is captured in Ref. 15.

**Intelligent Monitoring**
To develop the intelligent monitoring system, it was first necessary to identify a root cause analysis tool that could be adapted to suit complex environments for the majority of, if not all, engineering industries. Several analysis tools were investigated and the most appropriate method to identify all events and sub-events that could lead to a catastrophe was identified as qualitative Fault Tree Analysis (FTA).

A qualitative fault tree was developed with the plausible catastrophic disaster of “Dry Dock (Lock) Failure” as the top event. While this was a simple representation, the need to overlay 10 traits per sub-event became too complex. So, instead of tracking 10 traits for each sub-event, they were summed together as a single “state” condition. The “state” was derived from individual trait weightings based on the significance of each trait, as identified in the grouping of the 56 root causes. This ensured that each trait had a relevant contribution to the single “state” condition for each sub-event.

The use of weightings to capture the overall trait state was acceptable when looking for slight variations or deviations in trait levels, but if a trait were to suddenly drop into a “fail” state, the significance of this instantaneous failure should override all other inputs to drive a suitable response to make the situation “Safe.” This was achieved using a simple Boolean logic “if” statement. The prototype monitoring system was then tested using scenarios that included the deteriorating conditions of various trait headings over a 10-week period. A scenario representing a “Fail” condition for three traits: Staff competence, Operating procedures and Permits to work, for both Lock Drainage A and B Valves led to a “Fail” condition for “Lock Catastrophic Failure” [see Figure 2 showing a “Fail” conditions in red]. An occasional override condition of failure was tested at opportune moments to ensure that this Boolean function would drive the correct response and not get lost in the data being recorded.

As the scenario of sub-event “states” slowly deteriorated and as sudden failures were introduced, the fault tree highlighted these failures immediately, proving the combination and weightings of the 10 traits, as well as the override functions within the Boolean statements.

**Predictive Capability**
To provide advanced warning of impending disaster, there is a requirement to forecast the condition for
each trait several weeks into the future, based on the trend analysis of historic data. Several existing methods and toolsets provide trend analysis and prediction, including various database programs, Visual Basic (VB) programming and neural networks using data-mining software. All three of these methods were tested for simplicity of design, ease of build, user friendliness and accuracy of prediction. The research decided that simplicity to build was more important than accuracy, and so a Microsoft Excel database was chosen for the built-in straight-line trend analysis function and graphical representation.

Several trait value ranges were tested over a period of four weeks to test the accuracy of the prediction. Out of the set scenarios, some proved to be more accurate than others and the research concluded that a neural network based system would provide more accurate predictions [see Figure 3’s example of a linear drop].

**Trait Criteria Selection**

For the initial stages of the research, the trait condition was identified as a number between “0 = Fail” and “9 = Good,” with “3” or below indicating a “Fail” condition, “6” and above indicating a “Good” condition and everything in between signifying a “Warning” condition. To standardize the measurement approach for all sub-event traits, there was a requirement to set scoring...
Figure 2 — Prototype Monitoring System.
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- Finance
principles. Therefore, a scoring criterion was developed for each of the 10 traits to ensure that the measured condition was both accurate and repeatable and that the data gained could be transferred to all engineering products, services and/or systems. The boundaries between “Good,” “Warning” and “Fail” were chosen to signify the levels at which there would be a minor recoverable effect on the operational capability and the point at which there was no longer an operational capability [Table 1].

While the detailed scoring was appropriate for maritime engineering, using language, indicators and abbreviations relevant only to that environment, the principle behind the scoring could be transferable to any industry, with a small amount of tailoring to industry type.

**Conclusions**

The wealth of available catastrophic mishap investigations carried out by institutions and government bodies, such as the United Kingdom’s Health and Safety Executive (HSE) and the United States’ Chemical Safety Board (CSB), ensured an unbiased capture of the root causes associated with the 10 disasters discussed here. The investigations demonstrated several different processes used in the identification of root causes, and while each investigation identified root causes under various headings, they all confirmed that none of the disasters were caused by a single specific act or failure.

The research found several intelligent systems, such as condition-based monitoring systems, that captured fluid, vibration, light, heat and noise levels, as well as how these measurements provided warnings when compared against specific tolerances. However, there was no evidence of any research covering intelligent monitoring systems that specifically considered the measurement of common traits and overlaid this measurement onto a fault tree representing a catastrophic event.

While there was an abundance of information on the catastrophes, each investigation seemed to involve different techniques and question sets. There was no evidence of a consistent reporting format. One of the surprising consequences of this research found that a standardized approach to the investigation of disasters, based on a specific set of trait headings, would provide uniform findings in a format that could be compared to

---

**Table 1**

<table>
<thead>
<tr>
<th>Asset Information</th>
<th>State</th>
<th>Plant Change</th>
<th>Inspections and Maintenance</th>
<th>Staff Competence</th>
<th>Operating Procedures</th>
<th>Emergency Procedures</th>
<th>Permits to Work</th>
<th>Safety Management Systems</th>
<th>Maintaining Design Intent</th>
<th>Product Safety Hazards</th>
<th>Finance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Week 1</td>
<td>8</td>
<td>8</td>
<td>7</td>
<td>8</td>
<td>8</td>
<td>9</td>
<td>8</td>
<td>8</td>
<td>7</td>
<td>8</td>
<td>9</td>
</tr>
<tr>
<td>Week 2</td>
<td>8</td>
<td>8</td>
<td>7</td>
<td>6</td>
<td>8</td>
<td>9</td>
<td>8</td>
<td>8</td>
<td>7</td>
<td>9</td>
<td>8</td>
</tr>
<tr>
<td>Week 3</td>
<td>8</td>
<td>8</td>
<td>7</td>
<td>5</td>
<td>8</td>
<td>9</td>
<td>8</td>
<td>9</td>
<td>7</td>
<td>8</td>
<td>9</td>
</tr>
<tr>
<td>Week 4</td>
<td>7</td>
<td>8</td>
<td>7</td>
<td>4</td>
<td>8</td>
<td>9</td>
<td>8</td>
<td>9</td>
<td>7</td>
<td>8</td>
<td>9</td>
</tr>
<tr>
<td>Week 5</td>
<td>3</td>
<td>8</td>
<td>7</td>
<td>3</td>
<td>8</td>
<td>9</td>
<td>8</td>
<td>9</td>
<td>7</td>
<td>8</td>
<td>9</td>
</tr>
</tbody>
</table>

State indicated “Fail - 3”

---

**Figure 3 — Trend Analysis Inputs and Output.**
Table 1 — Traits Boundary Conditions.

<table>
<thead>
<tr>
<th>Traits</th>
<th>Boundaries</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td><strong>“Good” and “Warning”</strong></td>
</tr>
<tr>
<td>Plant Change</td>
<td>The condition of the asset (sub-event) being considered that would not adversely affect the operational requirements of the business.</td>
</tr>
<tr>
<td>Inspections and Maintenance</td>
<td>The reduced level of maintenance and inspections that would not adversely affect the business due to built-in redundancy and the ability to hire in equipment if operational requirements demand.</td>
</tr>
<tr>
<td>Staff Competence</td>
<td>The reduced level of staff competence that would not adversely affect the day-to-day operation of the business.</td>
</tr>
<tr>
<td>Operating Procedures</td>
<td>The reduced level of suitable operating procedures that would not adversely affect the day-to-day operation of the business.</td>
</tr>
<tr>
<td>Emergency Procedures</td>
<td>The minimum level of practiced emergency procedures that would not adversely affect the day-to-day operation of the business.</td>
</tr>
<tr>
<td>Permits to Work</td>
<td>The restricted capability of “permit to work” system that would not adversely affect the day-to-day operation of the business.</td>
</tr>
<tr>
<td>Safety Management Systems</td>
<td>A small number of safety management system issues that would not adversely affect the day-to-day operation of the business.</td>
</tr>
<tr>
<td>Maintaining Design Intent</td>
<td>The minimum level of available design information that would not adversely affect the day-to-day operation of the business.</td>
</tr>
<tr>
<td>Product Safety Hazards</td>
<td>A small number of product safety hazards that would not adversely affect the day-to-day operation of the business.</td>
</tr>
<tr>
<td>Finance</td>
<td>The level of reduced funding that would not adversely affect the day-to-day operation of the business. Possibly some minor mitigations and/or systems out of service.</td>
</tr>
</tbody>
</table>
other disasters across all types of engineering industry. This, in turn, would ensure that any guidance from government and professional bodies, if produced in a standardized reporting format, could be targeted at specific industries more appropriately and effectively.

The research of predictive tools identified various techniques that could be employed to predict the future state of a system, based on the trend analysis of historic data and using formulas to calculate the next expected value on a graph or table. Although the use of trend analysis to predict the probability of future states within systems was common, there was no evidence of trend analysis being applied to a system that monitored traits in order to identify patterns that might indicate the potential of a catastrophic mishap.

While the tests and the scoring were specific to the maritime engineering industry, the naming of the 10 traits and the principle of monitoring these traits could easily be transferable to all high-risk operations in all engineering industries, including oil, gas, nuclear, rail, air, space and maritime engineering.

Ultimately, if the funds are not available to install an intelligent monitoring system to predict potential catastrophic mishaps, all is not lost. A temporary solution using a standardised question set, covering the 10 trait headings and agreed boundaries between “Good,” “Warning” and “Fail,” would ensure that the business was made aware of any issues and had enough warning to prioritize effort in reducing the risk.

If investigations used the same heading criteria to capture root causes, these could be readily disseminated to all industries in a format that would assist safety engineers and safety professionals to take actions to ensure similar failures would not happen to them. This advanced knowledge would allow businesses to prioritize funding based upon the levels of risk.

A last word from the authors: Identify an area within your industry, score each of the 10 traits using the coarse measurement of “Good,” “Warning” and “Fail,” and see what the exercise tells you about the potential for failure.
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